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ABSTRACT
Graph Neural Networks (GNNs) have been widely used in various
processing tasks for processing graphs and complex network data.
However, in recent studies, GNNs cannot effectively process the
structural topology information and characteristics of the nodes in
the graph, or even fail to deal with the information of the nodes.
For optimal node embedding aggregation and delivery, this weak-
ness may severely affect the ability of GNNs to classify nodes. In
order to overcome this issue, we propose a novel node Mutual
Information-based Graph Convolutional Network (MI-GCN) for
semi-supervised node classification. First, we analyze the node in-
formation entropy that measures the importance of nodes in the
complex network, and further define the node joint information
entropy and node mutual information in the graph data. Then, we
use node mutual information to strengthen the ability of GNNs to
fuse node structural information. Extensive experiments demon-
strate that our MI-GCN not only retains the advantages of the most
advanced GNNs, but also improves the ability to fuse node struc-
tural information. MI-GCN can achieve superior performance on
node classification compared to several baselines on real-world
multi-type datasets, including fixed data splits and random data
splits.
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1 INTRODUCTION
Graph data is a vital data structure. The relationship between many
entities in the real world (such as social media, traffic flow, chem-
istry, and sociology) can be represented by graph data [9]. There are
also many types of tasks for graph data, such as node classification,
link prediction, graph clustering, graph classification and other
tasks all involve graph edges and nodes [11]. If the nodes in the
graph data can be represented well, the efficiency and accuracy of
these tasks will be greatly promoted. The efficient processing of
graph structure data by GNNs and its effective variants has led to
the successful development of this field. GNNs effectively obtain
graph data by aggregating neighbor node information to generate
node embedding.

Unfortunately, GNNs can work normally only when there is
a strong correlation between node features and node labels, and
existing GNNs are not clear about the processing capabilities of the
structure information and labels between nodes [7]. In addition, a
node often has one or more functions in almost all graph data. This
function determines the role or status of the node in the network
to a certain extent. For instance, each person has a social role as
an entity, role or status in a social network [15]. In the citation
network, the number of citations of the paper must also reflect
the importance of the paper in the network data [8]. On the one
hand, proteins play a special role in the Protein-Protein interaction
(PPi) network [13]. On the other hand, by removing some key
nodes, the connectivity of the network can be greatly reduced to
prevent the virus outbreak or the spread of rumors [4]. Therefore,
the importance of nodes mainly reflected in the characteristics
of the network structure [22] is very significant in the network.
However, in existing GNN models, the structural characteristics
of the nodes in the complex network have not been specifically
improved, and further exploration is required in this area.

In information theory, the amount of information measures the
information brought about by a specific event, and the information
entropy is the expectation of the amount of information. Mutual
information is a description of the degree of dependence between
two events [18]. Several studies [2, 16, 21] have introduced node
information entropy theory into complex networks to calculate the
importance of nodes. Driven by this analysis, we further improve
and supplement the entropy theory in graph structure data, and
then introduce it into the GNNs to overcome the weakness.

The ability of a good GNN is essentially to extract and inte-
grate the most relevant node information for the task. However,
the obstacle in reality is that the correlation between graph data
and the task is usually very complex and unknowable [28]. For
example, the label of the classification task can be associated with
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topology, node characteristics, or a combination thereof. In order
to cope with this kind of challenge, we design a novel node Mu-
tual Information-based Graph Convolutional Network (MI-GCN),
which enhances the ability of GNNs to extract and merge the infor-
mation of structural similarity between nodes. Technically, we add
k-nearest edges by using the mutual information generated from
the node structural information, and use the mutual information
between nodes to optimize the original edges to further improve
the ability of GNNs to extract and merge node information. The
main contributions of this paper can be summarized as follows:

• To the best of our knowledge, we are the first to define node
joint information entropy and node mutual information in
graph data and further improve the theory of node informa-
tion entropy in graph data.

• We pioneer to design a novel GCN model based on node
mutual information, which improves the ability of GNNs to
extract and merge the structure information between nodes.

• Extensive experiments demonstrate that the performance
of our proposed model is superior to some current popular
GNNs in node classification, which proves that MI-GCN can
better extract the features of fusion nodes.

2 RELATEDWORK
In recent years, GNN model has been extensively studied. Kipf et
al. [11] first proposed a method based on an effective variant of
Convolutional Neural Networks (CNNs), which operates directly on
the graph. The local first-order approximation of the spectrogram
convolution is based on the convolution architecture to learn the
hidden layer representation that encodes the local graph structure
and node features. Rong et al. [24] randomly deleted a certain num-
ber of edges from the input graph in each training period, acting as
a data enhancer and message transmission reducer to reduce the
excessively smooth convergence speed and alleviate the resulting
loss of information. Veličković et al. [26] proposed Graph Attention
Network (GAT), which is a new type of neural network architec-
ture that operates on graph structure data. It uses self-attention
layers to stack the layers, in which nodes can participate in the
characteristics of their neighborhoods, which are different in the
neighborhood. The nodes are assigned different weights without
any expensive matrix operations. Chiang et al. [3] proposed that
the node blocks associated with the dense subgraphs identified by
the graph clustering algorithm are sampled, and the neighborhood
search in the subgraphs is restricted to improvememory and compu-
tational efficiency. Xu et al. [29] found that the use of graph wavelet
transform can be obtained through fast algorithms, and does not
require matrix feature decomposition to provide high efficiency for
graph convolution.

Moreover, many works are also analyzing network topology and
node characteristics to learn node embedding. Nt et al. [17] devel-
oped a theoretical framework based on graph signal processing,
and found that feature vectors have provided considerable informa-
tion for classification tasks. You et al. [31] proposed a non-linear
distance weighted aggregation scheme between learning nodes,
which is used to calculate a new type of GNN in the embedding of
position-aware nodes. Bai et al. [1] used the graph attention module
to model dynamic topology. Li et al. [12] propose a spatiotemporal

fusion graph neural network that generates a ’temporal graph’ to
compensate for unreacted correlations in the spatial graph.

Most of the aforementioned work attempted to take the origi-
nal topological structure of the graph data as input, or change the
topological structure of the graph only by node features, subgraph
clustering, or even random deletion of simple forms, while neglect-
ing the importance of nodes in the graph and the similarity of
first-order neighbors between nodes. Unlike previous approaches,
we integrate the node mutual information into GNNs that are nat-
urally applicable to graphs. The proposed MI-GCN can not only
retain the advantages of the most advanced GNNs, but also improve
the ability to fuse node structural information. In particular, we
first start from the node information entropy that measures the
importance of nodes in the complex network, and compare the
graph data node information entropy and node mutual information
theory. Furthermore, we strengthen the ability of GNNs by using
node mutual information and enhance the ability to generate node
representation by fusing node structural information.

3 PRELIMINARY
Let G = (V,E) be the input graph of size N , where v ∈ V rep-
resents nodes and (vi ,vj ) ∈ E represents edges. The adjacency
matrix is denoted as A ∈ RN×N . The node features are defined as
X = {x1,x2, · · · ,xn } ∈ RN×M . The node degrees are denoted by
{d1,d2, · · · ,di , · · · ,dn }, where di computes the sum of all edges
connected to node vi . D is denoted as a degree matrix whose diago-
nal elements are composed of {d1,d2, · · · ,di , · · · ,dn }. The symbols
and definitions in the paper are summarized in Table 1.

Table 1: Symbols and Definitions
Symbol Definition
G = (V, E) Graphs
N Number of nodes in the graph
V = {v1, v2, · · · , vn } Set of nodes
E = {e1, e2, · · · , em } Set of edges
Di = {Di1, · · · , Di j , · · · } The number of DNN layers
A ∈ RN×N Adjacency matrix
X = {x1, x2, · · · , xn } Node feature matrix
I Identity matrix
D̂ Degree matrix
Ev Information entropy of node v
Γv The first-order neighbor set of node v
Emv Joint information entropy between node v and nodem
Γmv→com The common first-order neighbor set of nodesm and v
X , Y Random variables X and Y
H (X ), H (Y ) Information entropy of random variables X and Y
H (X , Y ) Joint information entropy of random variables X and Y
I (X ;Y ) Mutual information of random variables X and Y
I (m;v) Mutual information between node v and nodem
MI ∈ RN×N Node mutual information matrix
C Number of node classes

3.1 Graph Convolutional Network
GCN [11] has become the most popular GNN in the past few years.
The node embedding propagation formula in GCN is described as:

Z (l+1) = σ (ÂZ (l )W (l )), (1)

where Z (l+1) = {z
(l+1)
1 , z

(l+1)
2 , · · · , z

(l+1)
i , · · · , z

(l+1)
n } is the node

embedding matrix of the l + 1-th layer, z(l+1)i is the node repre-
sentation of the l + 1-th layer for node i; σ represents a nonlinear
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(a) The relationship between entropy, joint
entropy, and mutual information

(b) Extreme case 1 (c) Extreme case 2

Figure 1: shows the relationship between entropy, joint entropy, and mutual information. (a) shows the relationship between
the three in general, (b) shows random variable (X ,Y ) distribution one-to-one correspondence, where I (X ;Y ) = H (X ) = H (Y ). (c)
shows random variables are completely statistically independent, where I (X ;Y ) = 0 and H (X ,Y ) = H (X ) + H (Y ).

activation function; Â = D̂− 1
2 (A+ I )D̂− 1

2 is renormalized adjacency
matrix with self-loop edges, where D̂ is defined as the degree matrix
corresponding to A + I , andW (l ) is denoted as a learnable weight
matrix.

3.2 Information Entropy and Mutual
Information

In information theory, if X and Y are discrete random variables,
the mutual information of two random variables can be expressed
as [5]:

I (X ;Y ) = H (X ) + H (Y ) − H (X ,Y ), (2)

where H (X ) and H (Y ) are the entropy of X and Y , respectively.
H (X ,Y ) is the joint information entropy of random variables (X ,Y ).
The relationship between the entropy of random variables x and y,
joint entropy, and mutual information is as shown in Fig. 1,

In addition, the theories of entropy and mutual information
are widely used in image segmentation and image registration [20].
Among them, it mainly involves medical image segmentation, multi-
modal image registration, image fusion and other fields [6, 23, 25].

4 APPROACH
Our node Mutual Information-based Graph Convolutional Network
(MI-GCN) can be decomposed into two steps, i.e., construction
of input graph structure and node feature learning. Firstly, we
define the two basic concepts of node joint information entropy and
node mutual information, and then use node mutual information
to optimize the original graph topology. Finally, we take advantage
of GCN in node feature learning to improve the performance of the
model. The framework of MI-GCN is as shown in Fig. 2.

4.1 Entropy and Mutual Information on
Graphs

Node information entropy is of great significance for measuring
the importance of nodes in graph data [16]. The information entropy
of each node v in the graph G can be calculated by:

Ev =
∑
u ∈Γv

Huv = −
∑
u ∈Γv

puv logpuv , ∀v ∈ V , (3)

where Γv is the first-order neighbor set of node v , puv = du∑
l∈Γv dl

and du is the degree of node u. Moreover, we have
∑
l ∈Γv plv = 1.

Definition 1. Node Joint Information Entropy. When node
m and node v share common first-order neighbors, the node joint
information entropy of nodem and node v in the graph data can be
defined as:

Emv =
∑

u ∈Γmv→com

Hu→mv

= −
∑

u ∈Γmv→com

pu→mv logpu→mv , (4)

where Γmv→com is defined as the common first-order neighbor set of
nodem and node v , and pu→mv =

du∑
l∈Γmv→com dl

.

In particular, when nodem and nodev do not have any common
first-order neighbors, they are completely independent of each
other in the first-order graph structure. By using the relationship
between joint information entropy and information entropy (as
shown in Fig. 1c). In this case, the node joint information entropy
between nodes can be defined as:

Emv = Em + Ev . (5)

In summary, the node joint information entropy of any two
nodesm and v in the graph G can be calculated by:

Emv =


Em + Ev , if Γmv→com = �;∑
u ∈Γmv→com

pu→mv log 1
pu→mv

, else. (6)

Definition 2. Node Mutual Information. Node mutual infor-
mation can be defined by the relationship between mutual informa-
tion, information entropy, and joint information entropy. According
to Eq. 2, we have:

I (m;v) = Em + Ev − Emv . (7)

In particular, we have I (v ;v) = Ev whenm = v .

Since the common first-order neighbors between the same nodes
are regarded as one-to-one correspondence at this time, it is ob-
tained by Fig. 1b.

Complexity Analysis: Since the calculation of mutual informa-
tion between nodes in the graph needs to traverse the nodes in the
entire graph. For each node, it is necessary to calculate the common
neighbors of all nodes and then calculate the mutual information
between nodes. If the number of nodes in the graph is large, the
calculation cost will be relatively expensive. The time complexity
of Algorithm 1 is O(N 2).
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Figure 2: The framework of MI-GCN, where X represents the feature matrix of nodes, A represents the adjacency matrix of
the original graph, the blue edges in the figure represent the virtual edges generated by the node mutual information matrix,
the dashed edges represent edges of the original graph to be deleted, and finally edges of the input graph are the fusion of
virtual edges and original edges after deletion.

Algorithm 1 Construct node mutual information matrix

Require: G = (V,E), N , V = {v1,v2, · · · ,vn }, E =

{e1, e2, · · · , em }

Ensure: node mutual information matrix (MI )
1: Initialize MI = O ∈ RN×N , Node information entropy E ∈

R1×N .
2: for v ∈ V do
3: for (u,v) ∈ E do
4: puv =

du∑
l∈Γv dl

5: Calculate Ev via Eq. 3
6: end for
7: end for
8: Initialize the node joint entropy matrix JE ∈ RN×N

9: for v ∈ V do
10: form ∈ V do
11: if Γmv→com = � then
12: Calculate Emv via Eq. 5
13: else
14: pu→mv =

du∑
l∈Γmv→com dl

15: Calculate Emv via Eq. 4
16: end if
17: JEmv = Emv
18: end for
19: end for
20: for v ∈ V do
21: form ∈ V do
22: if m , v then
23: Calculate I (m;v) via Eq. 7
24: else
25: I (m;v) = Ev
26: end if
27: MIm;v = I (m;v)
28: end for
29: end for

4.2 Graph Topology Optimization
• Step 1: When given a graph data G = (V,E), where V =
{v1,v2, · · · ,vn },E = {e1, e2, · · · , em }, we construct the node
mutual information matrixMI in the graph G, whereMI ∈
RN×N with elements MIi, j = I (i, j). The algorithmic pro-
cess for constructing a node mutual information matrix is
as shown in Algorithm 1.

• Step 2: Next, for any node vi , we select k-nearest neighbors
as NMI (vi ) by MI . Then we consider the edges related to
the nodes in the original graph and sort the original edges
related to the node vi and discard edges between the node
vi and the M-furthest nodes by node mutual information.
At this time, the set of dropped edges is recorded as Nd (vi ).

• Step 3: After that, we mark the union of all virtual edges
added by all nodes as NMI . Let Ẽ = NMI ∪ E construct an
adjacency matrix Ã, the set of original edges deleted by all
nodes is defined as ND and the adjacency matrix of the edges
to be deleted is defined asADrop . Thus, the adjacency matrix
of the final generated graph is denoted as:

Ainput = Ã −ADrop . (8)

The algorithmic process for updating the adjacency matrix
of the final generated graph is listed in Algorithm 2.

4.3 Node Feature Learning
In order to retain the advantages of GCN [11], we utilize the same
form of feature learning as GCN, the calculation formula of MI-GCN
is defined as:

Z (l+1) = σ (ÂinputZ
(l )W (l )), (9)

where Z (l+1) = {z
(l+1)
1 , z

(l+1)
2 , · · · , z

(l+1)
i , · · · , z

(l+1)
n } is the node

embedding matrix of the l + 1-th layer, where z(l+1)i is the node rep-
resentation of the l+1-th layer for nodevi ; σ represents a nonlinear
activation function, such as ReLU; Âinput = D̂− 1

2 (Ainput + I )D̂
− 1

2

is a renormalized adjacency matrix with self-loop edges, where D̂
is defined as the degree matrix corresponding to Ainput + I ;W (l )

is denoted as a learnable weight matrix.
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Algorithm 2 Construct the adjacency matrix (Ainput ) of the final
generated graph

Require: G = (V,E), X = {x1,x2, · · · ,xn } ∈ RN×C , A,MI
Ensure: Ainput
1: for vi ∈ V do
2: Select k-nearest neighbors to add virtual edges as NMI (vi )

byMI
3: Select the set of deleted original edges as ND (vi ) byMI
4: end for
5: Initialize the set of all nodes added virtual edges NMI = � and

the set of edges to be dropped by all nodes ND = �

6: for vi ∈ V do
7: NMI = NMI ∪ NMI (vi )
8: ND = ND ∪ ND (vi )
9: end for
10: Construct an adjacency matrix of dropped edges ADrop from

ND
11: Construct an adjacency matrix of virtual edges Ã from Ẽ =

NMI ∪ E
12: Ainput = Ã −ADrop

4.4 Node Classification Loss Function
The node classification loss function is the cross entropy loss func-
tion over all training nodes, which can be defined as:

Lloss = −
∑
l ∈L

C∑
i=1

yil ln ŷil , (10)

where L is the training set, Yl = [yil ] ∈ Rn×C is the real label,
∀l ∈ L, and the predicted label is Ŷ = [ŷil ] ∈ R

n×C , where Ŷ =
so f tmax(Ẑ ), Ẑ is denoted as the output of the last layer.

5 PERFORMANCE EVALUATION
In this section, we use the semi-supervised node classification task
to test the performance of the proposed MI-GCN model. We first
introduce the commonly used datasets. Then we list the baselines
for comparison and some implementation details. Finally, we evalu-
ate MI-GCN by dividing the first three datasets as fixed data splits
and the last three datasets as random data splits.

5.1 Datasets
Extensive experiments are conducted on six widely used real-world
datasets, which are listed as follows.

• Cora, Citeseer and Pubmed [11]: These datasets belong
to research paper citation networks, where nodes represent
publications, and edges represent citation links. All nodes
are divided into 7, 6, and 3 classes.

• ACM [27]: This network is obtained from the ACM dataset,
where nodes represent papers. If the same authors exist
between the papers, then an edge is established between the
nodes. The characteristics of the nodes are composed of the
keywords of the papers, and all papers (nodes) are divided
into 3 classes (database, wireless communication and data
mining).

• BlogCatalog [14]: It is a social network from the website
that represents the social relationship of bloggers. The char-
acteristics of the nodes are composed of the user’s profile
information on the website and the tags represent the classes
of user information. All nodes are divided into 6 classes.

• Flickr [14]: It is a picture and video social network site.
Users share and communicate through pictures and short
videos, where nodes represent users, and edges represent
their social relationships. All nodes are divided into 9 classes.

In addition, other details of the above datasets are summarized
in Table 2.

Table 2: Statistical characteristics of each dataset.

Datasets Classes Features Nodes Edges
Cora 7 1433 2708 5429

Citeseer 6 3703 3327 44338
Pubmed 3 500 19717 81894
ACM 3 1870 3025 13128

BlogCatalog 6 8189 5196 171743
Flickr 9 12047 7575 239738

5.2 Baselines
To evaluate the effectiveness of the proposed MI-GCN, we adopt
six baselines for comparison, which are listed as follows:

• DeepWalk [19] is a method for learning the latent repre-
sentations of vertices in the network. DeepWalk uses the
local information obtained from truncated random walks,
and learns latent representations by treating the walks as
sentence equivalents.

• GCN [11] is based on a hidden layer representation that
encodes local graph structure and node features based on a
CNN that operates directly on the graph.

• ResGCN [10] is an effective variant of GCN and residual
framework, which can extract the node representation in
the graph network more effectively.

• JK-Net [30] uses dense connections to leverage different
neighbors of nodes to learn better representations.

• Dropedge-GCN [24] improves model performance by re-
moving a fixed proportion of edges at each training time.

• AM-GCN [28] proposed an adaptive multi-channel graph
convolutional network to simultaneously extract node em-
beddings from node features, topology, and their combina-
tions.

Among them, DeepWalk is the traditional network node embedding
algorithm, and GCN, ResGCN, JKNet are the popular GNNs.

5.3 Experimental Setting
In order to evaluate our model more comprehensively, all baselines
are initialized with the parameters suggested in the original papers,
and then the parameters are further adjusted to obtain better perfor-
mance. We set the number of GCN, ResGCN ,Dropedge-GCN,AM-
GCN and MI-GCN layers to 2, the depth of JK-Net to 4, and the
hidden layer units to 128.
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For fixed data splits, the baselines set the learning rate to 0.005,
the dropout rate to 0.5 and the L2 regularization of GCN, ResGCN
and JK-Net are set to 5e-4, 5e-5 and 5e-4, respectively. The parameter
details of the proposedMI-GCN for fixed data splits are summarized
in Table 3.

Table 3: Parameter settings for fixed data splits (Cora, Cite-
seer and Pubmed), whereK represents the number of virtual
edges added by each node based on node mutual informa-
tion, and M is the number of edges that each node deletes
edges in the original graph.
Dataset Hidden size Learning rate Dropout Weight-decay K M

Cora 128 0.001 0.3 1e-4 1 0
Citeseer 128 0.005 0.5 5e-4 2 0
Pubmed 128 0.005 0.5 1e-3 4 2

Moreover, we will select the training set ( 20, 40, 60 labeled nodes
per class) for random data splits (ACM, BlogCatalog and Flickr)
and choose 1,000 nodes as the test set, the learning rate is tuned
from {0.01, 0.005} in baselines, the dropout is set to 0.5, 0.5 and
0.3, respectively, and the L2 regularization is set to {5e-3, 5e-4},
respectively. Each model is trained for 400 epochs, we set early
stopping to 400 to avoid overfitting. The parameter details of MI-
GCN for random data splits are summarized in Table 4.

Table 4: Parameter settings for random data splits (ACM,
BlogCatalog and Flickr).

Dataset L/C Hidden size Learning rate Dropout Weight-decay K M

20 128 0.01 0.5 5e-4 4 0
ACM 40 128 0.01 0.4 5e-4 4 1

60 128 0.005 0.3 5e-4 4 1
20 128 0.01 0.5 5e-4 0 1

BlogCatalog 40 128 0.01 0.3 5e-4 0 1
60 128 0.005 0.3 5e-4 3 0
20 128 0.01 0.3 5e-4 2 1

Fickr 40 128 0.01 0.5 5e-4 0 1
60 128 0.01 0.5 5e-4 5 3

5.4 Fixed Data Splits
In the first part of the experiment, we use the fixed data splits
from [11] as they are open data splits in the literature. Fixed data
split is the most commonly used data splitting method, which has
been widely adopted as standard to test node classification perfor-
mance [11, 24].

Table 5: Classification accuracy onfixed data splits (%). (Bold:
best)
Dataset DeepWalk GCN ResGCN JKNet Dropedge-GCN AM-GCN MI-GCN
Cora 64.27 80.39 81.42 80.33 80.87 76.91 82.17

Citeseer 43.29 71.40 69.67 71.30 70.95 69.44 71.98
Pubmed 64.32 79.83 79.77 78.98 78.56 79.58 80.96

The experimental results of fixed data splits are reported in Ta-
ble 5. It is obvious that the performance of our MI-GCN surpasses
all comparison baseline methods. Specifically, the accuracy of Cora
and Pubmed has been greatly improved. In general, the classifica-
tion accuracy of GNNs is much higher than that of the traditional
node embedding algorithm (DeepWalk). Since DeepWalk only uses

the local structure information of the node to generate the node
embedding and ignores the node function information. Compared
with current popular GNNs, our MI-GCN can further enhance the
aggregation and transmission of node structural information, and
achieve a performance improvement of 0.58% ∼ 1.78% on the fixed
data splits.

Moreover, the F1 score is also a significant criterion for measur-
ing the performance in multi-classification tasks. Fig. 4 shows F1
scores of our MI-GCN and baselines on fixed data splits. We can
conclude that except for Citeseer, the classification performance of
Mi-GCN is much better than that of baselines. The model proposed
on Citeseer is also very close to the best F1 score of baselines.

Meanwhile, we report the node classification accuracy for differ-
ent parameters K ∈ [0, 5] andM ∈ [0, 5]. The experimental results
are depicted in Fig. 3. On different datasets, the impact of different
parameters on accuracy varies greatly. This is mainly due to the
different distribution of nodes and edges on different datasets. How-
ever, the change of the parameter K (the number of original edges
deleted) is more sensitive to the accuracy of the results. Compared
with GCN, the accuracy of MI-GCN on Cora, Citeseer, Pubmed
floats at −70.79% ∼ 1.78%, −53.3% ∼ 0.19% and −7.93% ∼ 1.13%,
respectively.

5.5 Random Data Splits
The purpose of semi-supervised learning obtains better experimen-
tal results with fewer labeled data. Therefore, in order to better
verify that the proposed model has better performance, we use
different types of datasets to avoid the unity of the experiments and
the method of randomly dividing the training set. To be specific,
we randomly select 20, 40, and 60 nodes in the peer class of datasets
(ACM, BlogCatalog and Flickr) as the training set, and randomly
select 1,000 nodes as the test set.

Table 6: Classification accuracy on random data splits (%),
where L/C means the number of labeled nodes per class.
(Bold: best)

Dataset L/C DeepWalk GCN ResGCN JKNet Dropedge-GCN AM-GCN MI-GCN
20 62.29 86.73 86.12 79.05 84.46 88.56 90.49

ACM 40 63.45 88.06 83.31 84.10 87.06 89.64 90.29
60 67.49 88.87 87.32 88.62 89.05 90.47 92.91
20 38.77 73.37 72.37 71.70 74.61 74.54 76.24

BlogCatalog 40 50.18 74.27 75.16 75.41 74.86 73.05 77.99
60 52.94 75.67 76.57 77.01 73.71 77.28 78.37
20 24.78 48.75 50.76 50.80 51.54 53.22 53.98

Flickr 40 28.61 53.91 55.78 58.12 58.07 58.74 59.72
60 30.10 58.32 57.40 68.09 70.85 67.28 62.23

It can be observed from Table 6 that compared with all baselines,
the proposed MI-GCN has achieved better performance in different
label rates, especially in ACM, the increase can be up to 4.04%.

Fig. 5 shows the F1 scores of our proposed model and baselines
under the random data splits. Our MI-GCN significantly surpasses
the current baselines. Compared with GCN, MI-GCN improves
node classification accuracy more significantly, which means that
MI-GCN introduces a better and more suitable graph structure for
the label to monitor feature propagation and node representation
learning. The baselines are performed in the original topology
graph, but the node information with similar first-order structure
information cannot be effectively aggregated, so the result is lower
accuracy and F1 score compared with our MI-GCN.
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Figure 3: The influence of different parameter settings on experimental accuracy (%).

Figure 4: The results (%) of MI-GCN and baselines on fixed
dataset splits.

Similarly, we report the impact of different parameters K and
M on the accuracy of random data splits as depicted in Fig. 6. Due
to the different data types, the results vary greatly. For different
partitions of the same datasets, the sensitivity of parameter ad-
justment is also different. Overall, the adjustment of parameters
has the greatest impact on the results of the ACM. Compared to
GCN, the experimental results of MI-GCN on ACM, BlogCatalog
and Flickr fluctuate between −28.41% ∼ 3.76%, −8.05% ∼ 2.7% and
−7.05% ∼ 3.91%, respectively.

6 CONCLUSION
This paper designed a novel GCN based on node mutual informa-
tion to solve the challenges of insufficient ability to acquire local
structural features of nodes and insufficient performance of node
importance in current popular GNNs. We studied how to obtain
the most relevant information from the topology and node features.
Starting from the significance of the importance of nodes in a com-
plex network, we define and supplement node joint information
entropy and node mutual information theory based on the node
structural information. Furthermore, we apply node mutual infor-
mation to GNNs to enhance the ability of structure information
extraction and fusion. Extensive experiments have proved that the
node classification performance in real-world datasets is stronger
than several popular GNNs.
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