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GGAT: Gravitation-Based Graph Attention Networks
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Abstract—Graph-structured data is an important data form that
is widely used in the real world. It can effectively and abstractly
express entities in information and the relationships between enti-
ties. The appearance of Graph Neural Networks (GNNs) provides a
potent tool for dealing with nonlinear data structures, which mainly
learns node representation through information propagation and
aggregation on the nodes in the graph. However, existing GNNs
fail to adequately and efficiently integrate the topological structure
of the network and node features during information propagation,
resulting in an insufficient capture of the complex influence rela-
tionships between nodes. The limitation constrains the expression
ability of the models and seriously impacts their performance in
node classification tasks. To overcome this issue, we propose a
Gravitation-based Graph Attention Network (GGAT) for node
classification. Firstly, we define a novel similarity measurement
method based on the formula of universal gravitation, which com-
bines node information entropy and spatial distance. This method
overcomes the limitation of existing similarity measurements that
focus solely on the topological structure or node features, achieving
a more comprehensive similarity assessment. Then, we apply it
to the graph attention network as a novel attention mechanism.
Compared with the traditional attention mechanisms based on
learning, our proposed mechanism not only thoroughly considers
the topological structure and node features to allocate the weights of
neighbor nodes but also makes the calculation of attention weights
more transparent with an intuitive physical significance, thereby
improving the stability and interpretability of the model. Finally,
the experiments are carried out on various real datasets, and the
results show that GGAT is superior to the existing popular models
in node classification performance.

Index Terms—Graph attention network, node gravitation, node
information entropy, spatial distance.

I. INTRODUCTION

A S TECHNOLOGY improves by leaps and bounds, sub-
stantial data, which contains rich information and value,

has been generated in various fields in the real world. Dealing
with and digging out the hidden information in the data is a
new challenge in the era of Big Data. Graph data with powerful
expression ability can be used to model relationships between
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different entities in real-world scenes, in which many problems
can be solved efficiently by mining and analyzing graph data [1].
For example, through modeling and analyzing the behaviors
and interaction patterns of users in social networks, we can
understand the needs of users and provide them with better
services [2]. Each paper is regarded as a node and the citation
relationship between papers is an edge. A citation network
diagram is established, which can be analyzed to annotate and
classify papers more quickly [3]. In the field of biomedicine,
diseases, their similar causes and treatment methods can also be
constructed as graph data to assist the treatment of diseases and
design a more effective therapeutic regimen [4].

However, as a data structure in non-Euclidean space, graph
data is difficult to be directly processed by traditional machine
learning methods [5], [6]. The emergence of Graph Neural
Network (GNN) and its variants [7], [8], [9] has settled this prob-
lem. GNNs combine graph data with neural networks, perform
end-to-end calculations on graph data, and fuse node features
and topological structure through information transmission and
aggregation on nodes in the graph to obtain the representations
of nodes [10], [11]. The feature information of a node determines
the role and state of the node in the network, and the topological
structure of the network determines how the information is
propagated between nodes. Fully integrating the two is the key
to improving the expression ability of GNNs and thus enhancing
the performance of GNNs in node classification tasks.

Unfortunately, the early graph models [12], [13] are mostly
based on random methods, which not only fail to directly use
node features, but also lose part of the topological information in
the graph, resulting in a limited model effect. Although the emer-
gence of Graph Convolution Neural Networks (GCNs) [14],
[15], [16] provides a brand-new perspective to learn graph infor-
mation by convolution, their limitations are gradually emerging.
GCNs assume that all neighbor nodes have equal influence on the
central node, which ignores the heterogeneity between neighbor
nodes. It leads to the fact that when a node has the special feature
or occupies an important position in the topological structure,
the model still treats it as equivalent to other nodes, and thus fails
to fully capture the impact of the difference between different
nodes, which limits its expression ability.

Attention-based GNNs (GATs) [17], [18], [19] overcome
the limitation of GCNs by introducing an attention mechanism
that can assign weights to different neighbors. However, their
methods of weight calculation primarily rely on node features,
utilizing adjacency relationships merely to constrain the scope
of weight calculation, without directly modeling the topolog-
ical structure information. These calculation methods lead the
models to ignore the role of topological information in weight
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allocation, which makes it challenging for the models to effec-
tively describe the topological structure of the network. Recent
studies [20], [21] have attempted to incorporate the topological
information when computing neighbor weights. Nevertheless,
these methods usually learn weights separately based on the
topological structure and node features, and then integrate them
in a simple way, which regards the topological structure and
feature information as two completely independent parts, ne-
glecting the potential relationship between them and preventing
the model from fully leveraging both pieces of information.

Moreover, most GATs generate weights between nodes by
learning a trainable weight matrix. The learning-based attention
mechanism relies excessively on training data, which can lead
to unstable training processes in the face of insufficient training
data or complex relationships between nodes. Additionally, the
learned weights lack the intuitive physical explanation, ren-
dering the decision-making process of the model difficult to
understand.

To solve the above problems, we propose a Gravitation-based
Graph Attention Network (GGAT). Specifically, we design a
novel attention mechanism based on node similarity, aiming to
improve the traditional models with a more rational and intuitive
weight allocation strategy. Our fundamental hypothesis is that
the more similar the neighbor node is to the central node, the
more important it is to the central node. For instance, in an
academic citation network, papers sharing the same topic as the
target paper often carry greater reference value. Therefore, we
take the similarity between nodes as the core basis for weight
allocation.

Regarding the selection of the similarity measurement, we
find that traditional methods generally exhibit limitations. For
example, Cosine similarity is based on the angle between node
features, ignoring the topological structure information, while
Jaccard similarity is based on the number of common neigh-
bors, without incorporating node features. To overcome these
shortcomings, we aim to define a node similarity measurement
that comprehensively considers both the topological structure
and node features. Inspired by the law of universal gravitation,
which states that the gravitational force between two objects
is directly proportional to the product of their masses and in-
versely proportional to the square of the distance between them,
we construct a novel similarity measurement. We regard the
similarity between nodes as a form of “node gravitation”, which
is influenced both by the inherent importance of the nodes in the
network structure and their proximity in the feature space, that
is, the more important the nodes are within the network structure
and the closer the nodes are in the feature space, the greater the
node gravitation between them.

Specifically, we employ node information entropy to charac-
terize the importance of a node within the network structure:
node information entropy quantifies the structural information
contained in a node by considering the degrees of the node
and its neighbors. A greater information entropy indicates that
the node possesses richer information and a more complex
topological structure [22]. Simultaneously, we use spatial dis-
tance to measure the proximity of nodes in the feature space: a
smaller distance indicates greater similarity in node features. By

adopting a product coupling method to nonlinearly integrate the
two aspects, we propose a node similarity measurement based
on the formula of universal gravitation, which more compre-
hensively reflects the matching degree of nodes in structure and
features, and realizes the synergistic mechanism between the
structural information importance of nodes and the proximity of
the feature space. The main contributions of this paper can be
summarized as follows:
� We define a novel method to measure the similarity of

nodes based on the formula of universal gravitation, which
breaks through the limitation of traditional similarity mea-
surements that tend to focus solely on either the topological
structure or node features, and achieve a more thorough
node similarity measurement by fusing the topological
structure information of nodes in the network and the
feature expression of nodes.

� We assume that the neighbor node with stronger gravitation
to the central node is more similar and thus relatively
more important. By taking node gravitation as the weight
coefficient of each neighbor node, we propose a novel
attention mechanism based on node gravitation, which can
assign weights to the neighbors in a more physically mean-
ingful way that incorporates the topological structure and
node features, rendering the calculation of weights more
transparent and enhancing the stability and interpretability
of the model.

� We apply the attention mechanism based on node gravita-
tion to GAT, and propose a novel graph attention network
framework based on node gravitation. Comparative experi-
ments on different datasets with existing node classification
works prove the effectiveness of our scheme.

The rest of the paper is as follows. Section II introduces the
related research on node classification tasks. In Section III, we
present the key technologies and symbols used in this model. In
Section IV, we put forward GGAT and analyze the key parts.
We carry out extensive experiments to verify the superiority of
the proposed model in Section V, and make a summary of the
paper in Section VI.

II. RELATED WORK

With the continuous advancement of GNNs, various models
have been proposed to improve the accuracy of node classifica-
tion tasks [23], [24], [25].

Brua et al. [26] presented a Spectral Convolution Neural Net-
work, which realizes node classification by performing eigen-
value decomposition of the Laplacian matrix of the graph and
then defining convolution operations in the Fourier domain.
However, the method is costly in terms of non-spatial local-
ization and intensive calculation. Defferrard et al. [27] used the
Chebyshev polynomial instead of the convolution kernel on the
basis of the above, eliminating the process of calculating the
Laplacian matrix and effectively reducing the computational
complexity of the graph convolution process. Kipf et al. [14]
improved the Chebyshev network, further diminished the com-
putational complexity of the graph convolution process, and
proposed the Graph Convolution Network (GCNs).
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The aforementioned network models are all GCNs defined
in the spectral domain. Hamilton et al. [28] designed a graph
sampling and aggregation model from the node domain, which
resolves the problem of memory explosion in GCN. It represents
new feature information by randomly sampling and aggregating
neighbor nodes instead of a graph Laplacian matrix. Rong
et al. [29] randomly removed a certain number of edges from
the input graph in each training period, so as to reduce the
convergence speed of over-smoothness and the information loss
caused by it. Wang et al. [30] showed that the most advanced
GCNs are far from satisfactory in fusing the topological structure
and node features, and designed an Adaptive Multi-channel
Graph Convolutional Networks (AM-GCN) for semi-supervised
classification. Yang et al. [31] dynamically adjusted the adja-
cency relationships of the graph by establishing a soft association
between node attributes and topological structure to improve the
node classification performance of GNNs on homogenous and
heterogeneous graphs.

The above network models ignore that different nodes have
different importance to the central node, and thus limit their
own expression ability and the final classification performance.
To address the problem, some works have attempted to improve
traditional GCNs by introducing attention strategies. Velickovic
et al. [17] considered that each neighbor node had a differ-
ent contribution to the central node, and then introduced the
attention mechanism to define the aggregation function. Hao
et al. [32] proposed the Neighbor Enhanced Graph Convolution
Network (NEGCN) that introduces an efficient edge classifier
to explicitly identify useful neighbors. Peng et al. [33] adopted
a label-aware neural similarity measurement based on node
attributes to determine the most similar adjacency point, which
can avoid over-embedding among various types of nodes, and
proposed an enhanced relationship-aware neighbor mechanism
to select the most similar adjacency point of the target node
before aggregating all the adjacency point information in dif-
ferent relationships. Wang et al. [34] put forward the Graph
Quaternion-Valued Attention Network (GQAT) for node clas-
sification, which replaces vector multiplication in self-attention
with quaternion vector multiplication and uses shared parame-
ters to reduce the model parameters. Kim et al. [35] put forward
an improved graph attention model for noise graphs, which uses
two attention tables compatible with self-supervised tasks to
predict edges, and through coding edges, learns more attention
when distinguishing wrongly linked neighbors. Peng et al. [36]
proposed a novel model, which defines the topology and evalu-
ates node importance by the degrees of nodes, and combines the
self-attention mechanism to capture the relationships between
the central node and its neighbors, so as to achieve a more
accurate node classification in complex directed graphs. Chen
et al. [20] introduced the Content- and Structure-based Graph
Attention Network (CSGAT), which separately generates con-
tent coefficients from node features and structure coefficients
from the adjacency matrix, and then integrates the two types of
coefficients to form the attention weights, which fully considers
both the node content similarity and the structural similarity.

Although such models can assign different weights to neigh-
bor nodes through the attention mechanism, their weight cal-
culation processes either rely solely on node features without

TABLE I
SYMBOLS AND EXPLANATIONS

directly incorporating the topological structure or respectively
learn independent attention weights for the topological structure
and node features, followed by a simple fusion. This hinders
the effective integration of network topology and node features,
and constrains the models’ ability to extract hidden inter-node
relationships. In terms of the problem, we present a novel GAT
framework based on node gravitation, which can make full
use of the topological structure information in the network and
feature expression of nodes through node information entropy
and spatial distance between nodes, catch the hidden complex
relationships in the network, and then more efficiently complete
the node classification tasks.

III. PRELIMINARY

An input graph can be represented as G = (V, E), where V
and E respectively denote the set of N nodes and C edges. For a
node vi ∈ V , eij = (vi, vj) ∈ E denotes an edge, where vi and
vj respectively represent the two endpoints of eij . N̂i and d̂i
are denoted as the set of the first-order neighbors of vi and the
degree of vi respectively. The adjacency matrix is defined as
A ∈ RN×N , where A(i, j) = 1 indicates that there is an edge
between nodes vi and vj . Let X ∈ RN×Q represent the node
feature matrix, where Q denotes the number of features for each
node. The symbols and explanations in the paper are summarized
in Table I.

A. Graph Attention Network

GAT [17] applies the attention mechanism in deep learning to
GNNs, using the self-graph attention layers to assign different
weights to different nodes in the neighborhood. The method not
only avoids complicated matrix operations, but also does not
need to know the structure of the graph in advance, and has
achieved excellent performance in the tasks of node classifica-
tion. The calculation coefficient of the attention mechanism is:

aij =
exp

(
LeakyRELU(�aT [W �hi||W �hj ]

)
∑

b∈N̂i
exp

(
LeakyRELU(�aT [W �hi||W �hb|)

) , (1)
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Fig. 1. The framework of GGAT. Given an input graph, where the orange node indicates the central node and the blue nodes denote the aggregated neighbors, the
gravitation attention module operates as follows: firstly, node gravitation Fij between the central node and each neighbor is computed, and then Fij is normalized
to obtain the attention coefficient aij between nodes. Finally, the neighbors are aggregated through a weighted sum based on aij to get the final embedding h′i of
the central node vi.

where || is the concatenation operation and N̂i represents the
set of direct neighbors of the node vi in the graph. W and �a
are parameters that need to be tuned in training. aij denotes the
weight between node vi and node vj . The node feature of the
input layer is defined ash = { �h1

�h2 . . . , �hN | �hi ∈ RQ}, where
N denotes the number of nodes and Q represents the dimension
of features.

B. Information Entropy

Information entropy is a concept in information theory that is
used to denote the uncertainty and randomness of information
and quantify the amount of information in an information source.
Assuming that Y = {y1 , y2 , . . . , yt} has t different values, and
the probability of each value is P (yi), then the information
entropy H(Y ) of Y can be expressed as:

H(Y ) = −
t∑

i=1

P (yi) logP (yi). (2)

The higher the information entropy, the greater the uncertainty
of the information source, and the greater the expected value of
the information of all possible events.

C. Universal Gravitation

Gravitation is an interaction between objects whose magni-
tude is related to the masses of the objects and the distance
between objects. When the masses of objects are greater and the
distance between two objects is closer, the gravitational force
between them is greater. The gravitation between two objects
can be regarded as particles, which can be calculated by the
following formula:

F =
GmM

r2
, (3)

where m and M are the masses of particles, r is the distance
between them, and G represents the gravitational constant.

IV. GRAVITATION-BASED GRAPH ATTENTION NETWORK

In this paper, we propose the Gravitation-based Graph At-
tention Network, which involves three steps. Firstly, based on
node information entropy and spatial distance, referring to the
gravitation formula, we define the node gravitation to measure
the similarity between nodes. Then, the node gravitation is
equivalent to the weight coefficient of each neighbor node to
get an attention mechanism based on node gravitation. Finally,
we gain a novel graph attention network model by applying it to
GAT. The framework of GGAT is shown in Fig. 1.

A. Similarity Measurement Based on Universal Gravitation

We regard the nodes in the graph as the particles, equate the
information entropy of nodes with the masses of particles, and
take the spatial distance of the nodes as the distance between
particles, and figure the similarity between nodes according to
the formula of universal gravitation. The schematic diagram is
shown in Fig. 2. The advantage of the method is that it non-
linearly incorporates both node information entropy and spatial
distance in a product coupling way, and realizes the synergis-
tic mechanism between the structural information importance
of nodes and the proximity of the feature space. Compared
with existing similarity measurements, it more fully considers
the topological structure information and feature expression of
nodes, which can better evaluate the similarity between nodes.

1) Node Information Entropy: When measuring the role
played by a node in the network, node information entropy can be
used to describe the richness of information carried by the node
and its impact on the transmission of network information. It is
a great way to assess node information [22], [37], which takes
into account the degrees of the central node and its neighbors.
Differing from the methods that only use the degree of the node
itself, it can use the combined degree information from the node
and its neighbors to evaluate the topological importance more
comprehensively [38]. The greater the information entropy of
a node, the richer the information it contains in the network

Authorized licensed use limited to: TIANJIN UNIVERSITY. Downloaded on July 09,2025 at 01:33:57 UTC from IEEE Xplore.  Restrictions apply. 



634 IEEE TRANSACTIONS ON SIGNAL AND INFORMATION PROCESSING OVER NETWORKS, VOL. 11, 2025

Fig. 2. The diagram of node gravitation, where Hji denotes the influence of node vj on node vi. xi and Ei, respectively, represent the feature and information
entropy of vi. d and Fij are the spatial distance and node gravitation between vi and vj .

structure, and thus the more important it is in the network.
Moreover, in the gravitation model, the mass of a node is usually
reflected in its importance or influence in the network [39], [40],
so we equate the node information entropy with the mass of a
particle, and the greater the node information entropy, the greater
the node mass.The information entropy of each node vi is as
follows:

Ei =
∑
j∈N̂i

Hji =
∑
j∈N̂i

pji log
1

pji
, (4)

where pji =
d̂j

∑
l∈N̂i

d̂l
, N̂i is indicated as the first-order neighbor

of vi, d̂j is denoted as the degree of vj , and
∑

l∈N̂i
pli = 1.

2) Spatial Distance: Distance measurement is utilized to
standardize the distance between nodes in the feature space,
that is, the proximity of nodes in the feature space. we equate
the spatial distance between node features with the distance
between particles. The greater the distance, the smaller the
node gravitation and the weaker the influence. Taking Euclidean
distance as an example, the distance between node vi and node
vj can be described as:

d
(
vi, vj

)
=

√√√√ q∑
s=1

(xis − xjs)2, (5)

where xi = {xi1 , xi2 , . . . , xiq} is the features of vi, and xj =
{xj1 , xj2 , . . . , xjq} is the features of vj .

3) Node Gravitation: Node gravitation is influenced by the
importance of nodes in the network structure and their proximity
in the feature space. According to (3), we define the node grav-
itation for measuring node similarity in graph data as follows:

F
(
vi, vj

)
= Gn

EiEj

d
(
vi, vj

)α , (6)

where Gn is the node gravitation constant and α is a param-
eter that adjusts the sensitivity of the agent to changes in the
performance of the model.

B. Attention Mechanism Based on Node Gravitation

We suppose that the more potent the gravitation between
nodes, the higher their similarity, i.e., the neighbor nodes with
stronger gravitation to the central node are relatively more
important, and then assign them higher weights. Therefore, we
directly consider the node gravitation obtained in (6) as the
weight coefficient of each neighbor node after normalization
operation, i.e., during the training of GAT, we utilize the atten-
tion mechanism based on the similarity measurement of node
gravitation instead of the traditional attention mechanism for
learning attention weight. This attention mechanism can assign
weights to the neighbors in a more physically meaningful way
that incorporates the topological structure and node features,
increases the transparency of the model, and makes the decision-
making process of the model easier to understand. The attention
coefficient can be calculated as:

aij =
exp

(
β · F (W �hi,W �hj)

)
∑

b∈N̂i
exp

(
β · F (W �hi,W �hb)

) , (7)

where aij is the weight between node vi and node vj , W is a
learnable weight matrix and β is a learnable bias.

C. Feature Updating

After the relative importance weight corresponding to each
neighbor node of the central node is calculated by (7), the
features of neighbor nodes are weighted and summed by the
nonlinear activation function σ in accordance with the message
passing mechanism to update its feature.

�h′i = σ

⎛
⎝∑

j∈N̂i

aijW �hj

⎞
⎠ , (8)

where h = { �h1, �h2, . . . , �hN | �hi ∈ RQ} is the node features of
input layer, and h′ = { �h′1, �h′2, . . . , �h′N | �h′i ∈ RQ′ } is the node
features of output layer. N denotes the number of nodes, Q and
Q′ represent the dimension of features.
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Algorithm 1: GGAT: Gravitation-Based Graph Attention
Network.
Require: G = (V, E), parameter α, attention head K, node

feature h = { �h1
�h2 . . . , �hN | �hi ∈ RQ}

Ensure: feature matrix h′ = { �h′1, �h′2, . . . , �h′N | �h′i ∈ RQ′ }
1: Initialize weight matrix W , bias β and node feature h
2: for vi ∈ V do
3: for (vi, vj) ∈ E do

4: pji ←− d̂j
∑

l∈N̂i
d̂l

5: Ei ←− (4)
6: end for
7: end for
8: for vi ∈ V do
9: for k = 1→ K do

10: for (vi, vj) ∈ E do
11: d

(
vi, vj

)←− (5)
12: F

(
vi, vj

)←− (6)
13: aij ←− (7)
14: end for
15: if the result of the hidden layer then
16: �h′i ←− (9)
17: else
18: �h′i ←− (10)
19: end if
20: end for
21: end for

To further upgrade the expression ability of the attention
layer, we adopt the multi-head attention mechanism, which adds
several groups of independent attention, so that it can allocate
attention to multiple related features between the central node
and its neighbor nodes, and thus enhance the stability of the node
embedding vector. We invoke K sets of independent attention
mechanisms on (8). For the output result of the hidden layer,
we concatenate the embedding vectors of node vi learned by
the multi-head attention mechanism in (9). For the result of the
output layer, we average the embedding vectors of node vi to
form the final node embedding vector in (10).

�h′i = ‖Kk=1σ

⎛
⎝∑

j∈N̂i

akijW
k �hj

⎞
⎠ , (9)

�h′i = σ

⎛
⎝ 1

K

K∑
k=1

∑
j∈N̂i

akijW
k �hj

⎞
⎠ , (10)

where || is the concatenation operation and akij represents the
normalized attention coefficient calculated by the k-th attention
mechanism.W k denotes the weight matrix of the corresponding
input linear transformation, and σ is the final nonlinear function,
such as softmax. The overall process of GGAT is detailed in
Algorithm 1.

D. Complexity Analysis

Our proposed GGAT demands to calculate the feature map-
ping of all nodes and node gravitation between nodes and their
neighbors, so the time complexity of the single-head GGAT
model isO(NQQ′+CQ′), whereN andC respectively indicate
the number of nodes and edges, Q and Q′ denote the dimension
of input feature and output feature. The attention mechanism of
multiple heads is K times that of a single head, where K is the
number of attention heads.

V. EXPERIMENT

This section first introduces the datasets used in the experi-
ment and relevant experimental settings, and then compares our
model with popular GNNs for node classification to demonstrate
its superiority. Finally, we examine the influence of different
distances on the model and analyze the parameter sensitivity.

A. Experimental Setting

1) Datasets: We conduct experiments based on the following
six real datasets.
� Cora, Citeseer, Pubmed [14]:1 These are standard citation

network datasets, which are composed of nodes represent-
ing papers and edges representing the citation relationships
between two papers. Nodes are characterized by the word
bag representations of papers, and node labels are the
academic topics of papers. All nodes are divided into 7,
6, and 3 categories, respectively.

� ACM [41]:2 This is an academic network dataset that
records the publication of scholars’ literature. Taking the
papers as nodes, the research directions of papers are
divided into three categories according to the nature of the
conferences in which the papers are published. The initial
feature of each paper node is expressed by the bag vector
of the paper term.

� CoraFull [42]:3 This is a larger version of the above Cora
dataset, which is reported by most approaches, and we
name it CoraFull. As Cora, the dataset represents papers as
nodes, citation relationships between papers as edges, and
in particular, all of its nodes are divided into 70 classes.

� DBLP [42]:4 This is a large computer science literature
database, which is mainly used to store information such
as academic papers, conference papers and books, and it
consists of core elements such as nodes, edges and features,
where all nodes are divided into four categories.

To be specific, we randomly select 20 nodes in the peer class
of datasets as the training set, and randomly select 1000 nodes
as the testing set. Details of the datasets are shown in Table II:

2) Baselines: Our proposed GGAT is compared with nine
baselines which are listed as follows. Among them, GCN,
GraphSAGE, and GAT are classical GNN models, GATv2,

1https://github.com/tkipf/gcn
2https://github.com/Jhy1993/HAN
3https://github.com/abojchevski/graph2gauss/
4https://github.com/abojchevski/graph2gauss/
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TABLE II
THE CHARACTERISTICS OF THE DATASETS

CAT, Simp-GCN, FastGAT, CSGAT, and GTAT are relatively
advanced GNN models.
� GCN [14]: It applies the trainable convolution operation

to graph data. Based on the first-order approximation of
spectral convolution on the graph, an effective hierarchi-
cal propagation mechanism is designed to extract graph
structure data features.

� GraphSAGE [28]: It directly uses the topological structure
of the graph, uniformly and randomly samples the neighbor
nodes of each node, and then performs specific aggregation
operations in the field to update the feature of the current
central node.

� GAT [17]: It introduces the attention mechanism in deep
learning into GNNs for the first time, and generates the
node representation by assigning different weight coeffi-
cients to the neighbor nodes of each node.

� GATv2 [43]: It is an improved version of the original GAT,
which allows the network to dynamically gather different
nodes when processing graph data. By introducing a more
powerful attention mechanism, the ability to express and
perform the network is optimized.

� CAT [44]: It is a graph joint attention network, which
flexibly combines node features with learnable structural
interventions outside the GNN to calculate more appropri-
ate attention coefficients, and thereby enhances the learning
capability of the model.

� SimP-GCN [45]: It integrates the graph structure and
node features in a data-driven way, so that each node can
adaptively adjust the information from both of them, and
applies the self-supervised strategy to explicitly capture the
similar relationships between features.

� FastGAT [19]: It proposes a graph attention network that
can globally perceive and adaptively calculate the atten-
tion of nodes, which not only improves the calculation
efficiency, but also enhances the potency of the model.

� CSGAT [20]: It introduces a hybrid attention mechanism
that integrates node content and structural information,
enables more accurate attention weight estimation between
nodes, and enhances the convergence of the model.

� GTAT [21]: It uses the cross-attention mechanism to fuse
the original feature representation and topological repre-
sentation, so that the model can adjust the influence of
node features and topological structure, and enhance the
expression ability of the model.

3) Parameters Setting: To more comprehensively assess our
model, the parameters of all baselines are initialized with the
same values as the original papers to reduce the impact of
other factors, and we also further carefully adjust parameters to
achieve better results. All the compared baselines set the learning

TABLE III
PARAMETER SETTINGS OF GGAT

TABLE IV
NODE CLASSIFICATION ACCURACY (%)

Fig. 3. The node classification accuracy and error bars (%) of GGAT.

rate to 0.01 and the L2 regularization to 5e-4. The dropout rates
of GCN, GraphSAGE, and Simp-GCN are set to 0.5 and the
rest are 0.6. The attention heads of the graph attention network
models are 8 and the number of features calculated per attention
head is 8. The output attention heads are 8 on the Pumbed and
the other datasets are 1. The parameter details of the proposed
GGAT are summarized in Table III and the GPU used is NVIDIA
GeForce RTX 4060.

B. Result Comparison

1) Cross-Dataset Evaluation of Classification Accuracy: We
run 10 times for each dataset to get the average classification
accuracy. The accuracy of nine baseline models and the proposed
GGAT across six datasets is presented in Table IV. From the
experimental results, it can be concluded that GGAT is optimal
on Cora, ACM, Pumbed and DBLP, and its accuracy is increased
by 1.1%, 0.7%, 0.4% and 0.6% in comparison with the optimal
method in the benchmark models, respectively. The sub-optimal
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Fig. 4. The macro F1-score (%) of models on datasets.

result is also achieved on CoraFull and the performance on
Citeseer is slightly inferior. We use error bars to represent the
standard deviation and the results are shown in Fig. 3.

2) Comparative Study of Similarity Measurement Methods:
To verify the advantages of the approach based on node gravi-
tation as the similarity measurement compared with other simi-
larity measurements, we use Jaccard, Cosine, and Adamic-Adar
instead of the learning attention weight in GAT to obtain three
GAT variants, namely, GAT-J, GAT-C, and GAT-A, respectively.
Compared GGAT with the above three variant models on six
datasets, it can be seen from Table IV that, except for the
CoraFull, the accuracy of the proposed GGAT model is higher
than that of the three GAT variants. It is apparent that the
method adopting node gravitation as the similarity measurement
is more efficient than the other three commonly used similarity
measurements.

3) Model Performance Assessment With Macro F1-Score:
To more comprehensively measure the performance of models,
we also utilize macro F1-score (F1) as the evaluation criterion.
The macro F1-score of each model on six datasets is shown
in Fig. 4. GGAT outperforms other methods on four datasets
(excluding Citeseer and CoraFull), while still obtaining results
close to the top-performing methods on Citeseer and CoraFull.
By comparing the accuracy and macro F1-score, it can be seen
that our model can more fully extract the complex influence
relationships between nodes, and boost the efficiency of node
classification.

C. Analysis of Variants

We discuss the effect of node gravitation, node information
entropy and spatial distance as attention coefficients on the
model performance, respectively, in which the selection of spa-
tial distance is consistent with node gravitation.

Fig. 5. The effect of GGAT variants on the accuracy (%) of model.

It can be seen from Fig. 5 that the accuracy of taking node
gravitation as the weight coefficient of the attention mechanism
on the six datasets is always higher than the other two cases,
indicating that node gravitation utilizes node information en-
tropy and spatial distance simultaneously, perfectly considers
the topological structure information and node feature informa-
tion, and improves the expression ability of the model.

D. Sensitivity Test on Spatial Distance and α

In this section, we discuss the influence of different spa-
tial distances and hyperparameter α on the accuracy of node
classification.

In machine learning, distance is used to assess the relation-
ship between two objects. Determining an appropriate distance
measurement will have an incredible impact on the effect of
the whole learning algorithm. Let coordinates of points X̂
and Ŷ in q-dimensional space be X̂ = {x̂1 , x̂2 , . . . , x̂q} and
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Fig. 6. The effect of space distances and hyperparameter α on the accuracy (%) of GGAT.

Ŷ = {ŷ1 , ŷ2 , . . . , ŷq} respectively. There are many methods to
calculate the distance between X̂ and Ŷ , mainly as follows:
� Euclidean is the most common way to measure distance,

which is to measure the absolute distance between two
points in multidimensional space. The Euclidean distance
between them is

d(X̂, Ŷ ) =

√√√√ q∑
i=1

(x̂i − ŷi)2. (11)

� Sqeuclidean is an improvement of Euclidean distance. All
dimensions of data are standardized to mean and variance,
and then brought into the calculation formula of Euclidean
distance. The standardized Euclidean distance expression
of X̂ and Ŷ is as follows:

d(X̂, Ŷ ) =

√√√√ q∑
i=1

(
x̂i − ŷi

si

)2

, (12)

where si is the standard deviation of the component.
� Cosine refers to the cosine value of the angle between

two vectors in a vector space, which is also called cosine
similarity. Their cosine distance is defined as follows:

d(X̂, Ŷ ) =

∑q
i=1 x̂iŷi√∑q

i=1 x̂
2
i

√∑q
i=1 ŷ

2
i

. (13)

� Chebyshev is also known as infinite norm distance, which
is a method to measure the distance between two vectors ac-
cording to the maximum difference between them. Cheby-
shev distance in q-dimensional space can be expressed as:

d(X̂, Ŷ ) = maxi(|x̂i − ŷi|). (14)

� Manhattan is a geometric term used in geometric metric
space to indicate the sum of the absolute distances between
two points in a standard coordinate system. Manhattan
distance of X̂ and Ŷ is defined as follows:

d(X̂, Ŷ ) =

q∑
i=1

|x̂i − ŷi|. (15)

We choose α from 0.5 to 2.5, and the spatial distance takes
the five distances mentioned above to carry out the experiment.
According to the experimental results shown in Fig. 6, we can see
that different parameters have a profound impact on the model
performance. The trend of the influence of different spatial
distances on the performance of the model varies across different
datasets, which is mainly due to the difference in the number of
nodes and their distribution in the network in each dataset. Cora
and CoraFull reach the optimal values on Manhattan, Citeseer,
Pubmed and DBLP reach the optimal values on Sqeuclidean, and
ACM reaches the optimal value on Chebyshev. For parameter
α, the accuracy of the six datasets shows a trend of increasing
first and then decreasing with α at their optimal distance, and
the best result is achieved when α = 1.5.

VI. CONCLUSION

In this paper, a novel node classification model is designed to
address the problem that the existing GNNs fail to sufficiently
and efficiently integrate the topological structure information
and feature information of nodes, so that the complex influ-
ence relationships between nodes cannot be effectively mined.
Inspired by universal gravitation, we define node gravitation
by node information entropy and spatial distance, and design
a novel graph attention network model based on node gravita-
tion, which can incorporate the topological structure and node
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features in a more physically meaningful way, and promote the
capability of the model to extract the influence relationships
between nodes. Through substantial experiments on various real
datasets, it is proven that the proposed model is superior to the
existing popular GNNs in node classification performance.
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