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and training of artificial intelligence and similar technologies.

AbstrAct
With the proliferation of Telematics and 

autonomous driving, vehicles are generating 
increasing volumes of data from numerous sen-
sors. To accommodate this influx of in-vehicle 
data, Data Centers (DCs) must possess ample 
storage capacity and bandwidth to cater to the 
rising demand for in-vehicle data uploads. Mean-
while, ensuring the security and integrity of this 
data is paramount to providing reliable informa-
tion when needed by car companies or users. 
The cold nature of in-vehicle data, where most 
of the data remains unused for long periods of 
time, poses significant challenges to the storage 
and operation of DCs. In this paper, we propose 
a potentially feasible solution for information stor-
age by leveraging DNA molecules. We present 
the architecture of the new DC and its storage 
process. Compared to conventional approaches, 
utilizing DNA molecules for storing in-vehicle data 
can substantially reduce the operating costs of 
DCs, while greatly enhancing the storage lifespan 
and density of information. Finally, we address the 
practical challenges associated with implementing 
DNA storage and propose potential solutions to 
overcome them.

IntroductIon
The rapid advancements in Artificial Intelli-
gence and cloud-edge collaboration have swiftly 
reshaped the transportation industry, facilitating 
the adoption of Telematics and Autonomous Driv-
ing technologies. Fig. 1 illustrates the process of 
vehicles within the Telematics network uploading 
real-time information about them to Data Cen-
ters (DCs) via edge devices within the context 
of cloud-edge collaboration. However, the real-
ization of autonomous driving necessitates the 
coordinated operation of various devices such 
as multiple cameras, millimeter wave sensors, 
Light Detection and Ranging (LiDAR), and others, 
resulting in the generation of multidimensional 
data comprising video streams, point cloud maps, 
radar waveforms, and more. These sensors gen-
erate substantial amounts of data, which must be 
stored or transmitted to DCs for neural network 
training and learning, typically ranging from 20 TB 
to 40 TB per vehicle per day [1].

Current vehicle data logging systems are pri-
marily designed to capture a traditional variety 
of signals including temperature, braking, throttle 

settings, engine, speed, etc [2]. However, these 
systems often struggle to handle sensor data due 
to the overwhelming volume and complexity of 
the data. The types of Event Data Recorder (EDR) 
data currently available often fail to accurately 
reflect the real-world conditions experienced by 
vehicles in complex environments. For instance, 
the US EDR typically records only indicated 
speed, which may deviate by up to 10% from 
the vehicle’s actual center-of-mass speed during 
maneuvers involving full braking with ABS con-
trol intervention [3]. The rapid advancement 
of autonomous driving and connected vehicles 
exacerbates the discrepancy between EDR data 
and real-world conditions. This disparity can sig-
nificantly diminish confidence in and utilization 
of new technologies, particularly in the event of 
a crash. Consequently, there is a growing need 
for EDR systems to incorporate additional dimen-
sions and transmit in-vehicle data in real-time via 
telematics, placing significant pressure on the stor-
age of in-vehicle data.

DCs have become an irreplaceable critical 
infrastructure for storing the increasing amount of 
in-vehicle data. Typically, DCs host numerous com-
puting and storage nodes that are interconnected 
through a dedicated network called Data Cen-
ter Network (DCN). Serving as a communication 
backbone, DCNs play a pivotal role in optimiz-
ing the operations of DCs. However, traditional 
DCs suffer from drawbacks such as high energy 
consumption, extensive physical footprint, and 
the challenges posed by storing cold data (such 
as in-vehicle data), which can exacerbate oper-
ational costs [4]. Consequently, traditional DCs 
have struggled to address the storage demands of 
in-vehicle data adequately.

DNA storage is expected to break this prob-
lem, through the use of DNA molecules to store 
cold data, which can have excellent characteristics 
such as high storage density, long storage time, 
and friendly storage environments. Since DNA 
storage does not need to be electrified and has 
good antimagnetic properties, data can be stored 
for a long time and safely. In addition, encryption 
of the stored data can effectively prevent data 
leakage in DNA storage. This paper proposes a 
hybrid storage DC for in-vehicle data, including 
infrastructure and network framework. By intro-
ducing DNA storage facilities in traditional DCs, 
the deficiencies of existing DCs can be improved 
to better meet the development of vehicular 
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networks. We present a potentially viable solution 
for storing in-vehicle data in a DC incorporat-
ing DNA storage. The main contributions of our 
paper are threefold:
• We provide a concise and comprehensive 

review, including the characteristics of exist-
ing DCs, as well as a detailed description 
of current technical approaches to DNA 
storage.

• Aiming at the characteristics of in-vehicle 
data, a new DC architecture is proposed. 
It introduces DNA storage technology as a 
means of storing infrequently used data, aim-
ing to reduce long-term storage costs effec-
tively. Simulation evaluation shows that the 
proposed architecture has the potential to 
significantly reduce storage energy consump-
tion compared to traditional approaches.

• The paper offers guidance for future 
research in the field of data storage, espe-
cially DNA storage technology. It describes 
current data trends, evaluates the advantag-
es and limitations of different storage meth-
ods, and presents challenges facing DNA 
storage applications as well as potential 
solutions.
The remainder of this paper is organized as 

follows: The section “Challenges for Traditional 
DCS” describes existing DC models. The sec-
tion “DNA-Based Data Storage” delves into the 
approach and attributes of DNA storage. In the 
section “DCS Incorporating DNA Storage,” we 
propose a new DC architecture integrating DNA 
storage, followed by a comparison between the 
new and existing DCs in the section “Performance 
Evaluation.” The section “Conclusion” summarizes 
our work and highlights the remaining shortcom-
ings of DNA storage.

chAllenges for trAdItIonAl dcs
DCs serve as indispensable critical infrastructures, 
particularly in the current era of the Internet of 
Everything and information proliferation. Typi-
cally, DCs accommodate numerous storage nodes 
and some compute nodes interconnected by a 
specially designed network fabric. To handle the 
immense volumes of data, DCs must expand their 
storage capacity, enhance computing capabilities, 
and simultaneously optimize the DCN to support 
higher bandwidth links.

Storage media, as the basic unit of DC storage, 
determines the basic performance of the DC as 
well as the difficulty of subsequent maintenance. 
Currently, common DC storage media include:
• Hard Disk Drives (HDD): HDDs are one of 

the most prevalent storage devices, utilizing 
spinning disks and moving read/write heads 
to access data. They typically offer larger 
capacities and lower costs, making them 
suitable for storing vast amounts of data.

• Solid-State Drives (SSD): SSDs leverage 
flash memory chips rather than spinning 
disks to store data, which is faster, more 
durable, and requires no mechanical parts. 
With its superior performance, SSDs are 
gradually replacing HDDs as the preferred 
storage medium in DCs.

• CD-ROMs/Blu-Ray Discs: While less com-
monly used, some DCs may still rely on 
CD-ROMs or Blu-ray Discs for long-term 

storage. These media provide decent capac-
ity and cost advantages, but tend to have 
slower access speeds than HDDs and SSDs.

• Tape Libraries: Tape remains a traditional 
yet effective storage medium for long-term 
data archiving and backup purposes. Tape 
libraries, automated systems capable of 
housing numerous tapes, offer high-capacity 
and long-term storage solutions.
The structure of the DCN also greatly affects 

the performance and operating costs of the DC. 
Currently, common DCNs include leaf-trunk 
architecture, fat-tree architecture, hybrid fat-tree 
architecture, and Facebook 4-Post architecture. 
Different network architectures have different unit 
costs for various deployment sizes and perfor-
mance requirements. Architecture selection for 
DCNs depends heavily on the unique challenges 
and requirements that DCNs need to address 
compared to traditional networks such as LANs 
and WANs. The exponential growth of data has 
forced DCs to grow larger and larger, for example, 
Microsoft hosts more than 1 million servers in 
more than 100 DCs around the world [5]. Such a 
large system scale further increases the challenges 
of interconnection, cost, and robustness in net-
work design.

In addition, for in-vehicle data supporting 
self-driving cars, the requirements for traditional 
DCs are even higher, including:
• Data Volume and Velocity: In-vehicle data 

can be generated at a relatively high rate, 
particularly within large-scale fleet or vehi-
cle monitoring systems. As a result, DCs 
tasked with storing in-vehicle data must 
possess the capability to handle both high-
speed data input and the storage of vast 
volumes of data.

FIGURE 1. The process of uploading in-vehicle information under cloud-edge 
collaboration.

DNA storage is expected to break this problem, through the use of DNA molecules to store cold data, 
which can have excellent characteristics such as high storage density, long storage time, and friendly 

storage environments.
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• Storage Requirements: In-vehicle data fre-
quently necessitates long-term storage for 
activities like follow-up investigations, acci-
dent reconstruction, and legal proceedings. 
Thus, DCs responsible for storing in-vehicle 
data must offer persistence, scalability, and 
stringent security measures to guarantee 
data integrity and confidentiality.

• Data Privacy and Compliance: In-vehicle 
data raises concerns regarding personal pri-
vacy and regulatory compliance. Therefore, 
DCs tasked with storing such data must 
ensure adherence to pertinent data priva-
cy laws and regulations. Additionally, they 
should implement appropriate security mea-
sures to safeguard this sensitive information.
In the face of these problems and challenges, 

a new data center architecture is urgently needed 
to store in-vehicle data. DNA storage, as an 
emerging storage medium, holds promise as a 
solution for big data storage in DCs. Its adoption 
is expected to enhance the efficiency of DCs 
while reducing storage and operational costs.

dnA-bAsed dAtA storAge
DNA-based data storage technology is an 
emerging storage method, which utilizes DNA 
molecules as a storage medium to store informa-
tion. It is expected to overcome the shortcomings 
of existing storage media and become the next 
generation of data storage technology. DNA stor-
age involves relevant knowledge in the fields of 
biology, computers, communications, etc. As [6] 
proved the feasibility of DNA storage by storing 
information through DNA molecules, more and 
more research is driving the gradual scaling and 
practicality of DNA storage. Fig. 2 shows the 
whole process of DNA storage.

dnA-bAsed dAtA storAge Process
1) Data Encoding: The initial stages of DNA-
based data storage involve converting digital data 
into DNA sequences. Digital data, typically rep-
resented in binary form, is converted into a DNA 
sequence composed of four bases: adenine (A), 

thymine (T), guanine (G), and cytosine (C). Given 
that the DNA synthesis and sequencing processes 
can introduce deletion, substitution, and addition 
errors, data encoding often integrates error-cor-
recting codes capable of managing errors to 
ensure effective transmission of information.

2) Data Writing: Data writing in DNA stor-
age refers to synthesizing the encoded digital 
data into real DNA molecules. The synthesis of 
DNA molecules is mostly based on the principle 
of phosphoramidite-based chemical synthesis, 
including technologies such as column synthesis 
and chemical synthesis. Recently, advancements 
in chip synthesis have provided potential bene-
fits for encoding data into DNA molecules, such 
as reduced synthesis costs and increased writing 
speeds [7].

3) Data Preservation: DNA molecules can 
be preserved in various forms, including liquid, 
dry powder, and encapsulation. By isolating DNA 
molecules from water and oxygen, they can be 
stored at room temperature for a long time, poten-
tially up to 500 years. This preservation method 
ensures the longevity and stability of the stored 
data encoded in the DNA molecules.

4) Data Reading: By employing DNA sequenc-
ing technology, the data encoded within DNA 
molecules can be read out. Before sequencing, 
Polymerase Chain Reaction (PCR) and library con-
struction are usually required. After sequencing, 
the sequence information can be restored to the 
original data through error correction, decoding, 
etc. The most common sequencing technology 
at present is Next Generation Sequencing (NGS), 
which provides an acceptable bandwidth for read-
ing data.

dnA storAge feAtures
DNA storage, as a storage method combined 
with biotechnology, possesses distinctive char-
acteristics when compared to traditional storage 
semiconductor and magnetic storage media:
• High Storage Density: DNA storage achieves 

an exceptionally high storage density by 
encoding information within DNA molecules. 

FIGURE 2. Flowchart of DNA storage.
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Theoretically, 1 gram of DNA can store up 
to 455 exabytes of information. Despite the 
incorporation of channel coding, such as error 
correction codes, the storage density remains 
significantly higher, by five orders of magni-
tude, compared to current storage media.

• Low Energy Consumption: Unlike conven-
tional storage mediums, DNA molecules do 
not require energy to maintain their storage 
state. As a result, the energy consumption 
for DNA storage is exceedingly low. Addi-
tionally, DNA molecules can retain their 
biological properties for extended periods, 
even at room temperature.

• Longevity: DNA molecules boast remark-
able longevity, enabling storage for excep-
tionally long durations. In a dry powder 
state, DNA can be stored at room tempera-
ture for at least 500 years.

• Environmentally Friendly: The use of DNA 
molecules for storage is environmental-
ly friendly, as DNA is a naturally occurring 
substance. This means that the utilization of 
DNA molecules for storage purposes does 
not inflict harm on the environment.
Although DNA storage also suffers from 

defects such as high error rates, expensive syn-
thesis costs, and limited bandwidth for writing 
and reading data, ongoing advancements in 
related technologies are anticipated to address 
these issues. Furthermore, the advantages offered 
by DNA storage make it well-suited to address 
the shortcomings of existing storage media and 
meet the growing demand for data storage in 
modern DCs.

dcs IncorPorAtIng dnA storAge
Based on the unique characteristics of DNA 
storage and the limitations of current traditional 
DCs, this paper proposes a novel DC frame-
work that integrates DNA storage technology. 
By leveraging DNA storage to store cold data 
and allocating a portion of the computing nodes 
within the DC to facilitate the reading of DNA 
data, this framework aims to effectively reduce 
the scale and energy consumption of DCs. 
Moreover, for in-vehicle data, DCs equipped 
with DNA storage offer higher reliability and 
security for data storage. The inherent stability 
and longevity of DNA molecules make them an 
ideal medium for preserving critical in-vehicle 
data over extended periods. Additionally, the 
integration of DNA storage technology enhances 
data security by providing an additional layer of 
protection against data corruption or loss.

dc structure WIth dnA storAge
Since in-vehicle data encompasses various types 
of information including vehicle sensing data 
(video, point cloud, and radar waves) and vehicle 
state information (speed, acceleration, and GPS 
positioning), it is characterized by diverse data 
types, large data scales, and low usage frequency. 
Therefore, compared to traditional DCs, we have 
integrated DNA storage-related facilities into the 
improved DC, including DNA synthesis, DNA 
amplification, DNA sequencing, and other instru-
ments. This enhanced DC leverages DNA storage 
technology instead of conventional storage media 
for cold data, such as magnetic tape and hard disk 

storage. Fig. 3 provides details of the DC incorpo-
rating DNA storage.

1) Physical Layer: The DC with DNA storage 
is divided into two distinct modules: a computing 
equipment module and a biological equipment 
module.
• Computing Equipment Module: This mod-

ule is similar to traditional DCs, which can 
be divided into the following three units:

 – Storage Unit: This unit, which includes 
solid-state hard disks, mechanical hard 
disks, and other storage media, is respon-
sible for storing data.

 – Communication Unit: Comprising 
high-speed switches, routers, optical 
fibers, and other communication equip-
ment, this unit facilitates communica-
tion between different storage units, 
computing units, and also between the 
traditional DC and the DNA storage 
module.

 – Computing Unit: Consisting of GPUs, 
CPUs, and computing servers, this unit 
handles the computing tasks of the DC 
as well as the coding and decoding pro-
cesses of the DNA storage module.

• Biological Equipment Module: This module 
is divided into the following three units:

 – DNA Synthesis Unit: This unit includes 
a DNA synthesizer and related synthesis 
reagent processing equipment, responsi-
ble for synthesizing DNA molecules.

 – DNA Storage Area: This area houses the 
synthesized DNA molecules, serving as 
the storage medium for DNA data.

 – DNA Reading Unit: Comprising a PCR 
amplification device, a library-building 
device, and a DNA high-throughput 
sequencing device, this unit is respon-
sible for reading DNA molecules and 
translating them into sequenced files.

These two modules are interconnected 
through optical fibers and other devices to facil-
itate high-bandwidth data transfer between the 
computing and biological components of the DC. 
This integrated approach enables efficient storage, 
processing, and retrieval of data using both tra-
ditional computing resources and DNA storage 
technology.

2) Network Layer: Since the DC with DNA 
storage will have a higher data storage capac-
ity compared to traditional centers, it will 
consequently necessitate increased bandwidth. To 
address this demand, we propose a combination 
of optical and traditional electrical switching at the 
network level. In the computing device module, 
we employ a hybrid fat-tree structure that incor-
porates optical switches into the Point of Delivery 
(PoD) nodes. This approach ensures high-speed 
connectivity by combining the benefits of the Fat 
Tree and Thin Tree architectures. The hybrid fat-
tree structure leverages the high bandwidth of the 
Fat Tree Architecture while maintaining the low 
latency of the Thin Tree Architecture. Additionally, 
optical switches will be used to link the computing 

The use of DNA molecules for storage is environmentally friendly, as DNA is a naturally occurring 
substance.
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and biological device modules, effectively meeting 
the bandwidth requirements throughout the DC.

3) Virtual Layer: To enhance the data center’s 
compatibility with various vehicle EDR storage 
formats and its deployment capabilities, we intro-
duce Software Defined Networking (SDN) and 
Network Functions Virtualization (NFV). With 
SDN and NFV, multiple virtual networks are 
established on top of a shared physical network 
underlay, enabling independent implementation 
and management of each virtual network. By 
decoupling the virtual network from the under-
lying physical network, customized network 
protocols and management policies can be intro-
duced to facilitate performance isolation and 
ensure application Quality of Service (QoS). Con-
trol and management systems can be set up to 
customize the control and management systems 
under different virtual networks for the needs of 
different automotive companies and different data 
format requirements. Furthermore, the network 
virtualization environment provides isolation, 
thereby minimizing security threats to in-vehicle 
data. This ensures robust protection and confiden-
tiality of sensitive automotive data stored within 
the DC.

4) Application Layer: The primary focus of 
the DC’s application lies in the storage of in-ve-
hicle data captured by the vehicle, including both 
EDR information and sensory data. In contrast to 
traditional DCs, those integrating DNA storage 
services can extend their capabilities to encom-
pass bioinformatics-related services. These may 
include DNA synthesis services, gene design, 
protein prediction, and more, which can be exe-
cuted during idle windows, such as late at night 
or during periods of low vehicle data transmis-
sion. The physical proximity of computing units 
to biological units within the new DC facilitates a 

more seamless utilization of computing resources 
for processing biological services. Consequently, 
this enhances the efficiency of experimental pro-
cessing in related fields compared to traditional 
biological service providers. The integration of 
biological and computational services is antici-
pated to advance the development of these fields, 
fostering innovation and accelerating scientific 
discovery.

dAtA WrItIng And reAdIng
The primary objective of a DC handling in-ve-

hicle data is to securely store vast amounts of this 
data while ensuring its integrity and privacy. In 
critical scenarios, such as accidents or autono-
mous driving model training, the data must be 
swiftly retrievable within specified timeframes, 
with its integrity guaranteed. These requirements 
necessitate a DC with substantial storage capacity, 
adequate bandwidth, and robust security mea-
sures. DCs incorporating DNA storage effectively 
address these requirements by leveraging a com-
bination of storage media, including DNA storage 
and flash storage, along with advanced transmis-
sion technologies such as optical and electrical 
switching. Below, we outline the methods for data 
writing and reading within DCs equipped with 
DNA storage.

1) Data Writing: The information collected by 
the vehicle first needs to be offloaded to the DC 
through a discriminator, which can exist at the 
roadside or at the vehicle side. The data offloaded 
to the server will first pass through a dedicated 
computing unit, for the low frequency of cold 
data will be encoded with error correction codes, 
and the encoded data will be transmitted to the 
DNA storage module, for the high frequency 
of hot data will be encoded with compressed 
sources, and the encoded data will be transmitted 

FIGURE 3. The DC framework incorporating DNA storage.
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to the storage unit in the computing module. 
Due to the volatility of the amount of information 
data collected by the vehicle and DNA synthe-
sis with the current bandwidth compared to the 
traditional storage media is low, there will be a 
certain buffer in the computing module, when 
the peak data acceptance rate exceeds the speed 
of DNA synthesis will be temporarily stored with 
the buffer, and in the low-peak by the buffer to 
transfer out. After DNA synthesis, the data will 
be stored in the form of dry powder in a special 
DNA storage room after dehydration and other 
operations. In contrast to other storage media that 
require electricity, dust-free, and heat dissipation, 
the DNA storage room only needs to maintain 
a light-proof and dry environment to ensure the 
integrity of the information.

2) Data Reading: For hot data requiring imme-
diate access, the reading method is similar to 
that of a traditional DC. However, for cold data 
stored in DNA molecules, the procedure involves 
several steps. Initially, the dry powder DNA under-
goes PCR, followed by library construction and 
high-throughput sequencing. Subsequently, the 
sequenced sequences are transmitted to the com-
putational unit where they are decoded to retrieve 
the original data. It’s worth noting that, leveraging 
the characteristics of DNA molecules, for large-
scale data required by off-site DCs, specific DNA 
molecules can be PCR amplified in the DC and 
then mailed directly to the off-site location for 
sequencing and decoding. Additionally, unlike 
tape libraries where random reads are impractical, 
DNA storage allows for the retrieval of specified 
data using specific primers or alternative methods.

PerformAnce evAluAtIon
We compare DCs using DNA storage technology 
with traditional ones across various dimensions 
such as cost and performance. Although DNA 
storage currently faces high synthesis costs and 
low bandwidth, it offers considerable advantages 

over tape and other media in terms of operational 
costs, retention time, and storage density, espe-
cially for the vast amounts of cold data typical 
in IoT applications. Furthermore, leveraging the 
biological characteristics of DNA molecules and 
their resultant functionalities may foster the emer-
gence of novel application paradigms within DCs. 
As DNA storage serves primarily as alternative to 
tape libraries for storing cold data, we provide 
a performance comparison between DNA stor-
age and tape libraries in Fig. 4(b). Our simulation 
experiment uses a server with an Intel(R) Xeon(R) 
Gold 6348H CPU @ 2.30 GHz and 1 TB of RAM, 
and the simulation code is written in Python.

storAge cost
Compared to traditional storage media, the stor-
age cost of DNA storage includes DNA synthesis, 
DNA sequencing, etc., of which the cost of DNA 
synthesis occupies the major cost. Based on pre-
dictable low-cost DNA synthesis methods [9], 
DNA storage is expected to fall below $10,000 
per TB. While the cost of DNA synthesis remains 
higher than that of existing storage media, it’s 
important to note that the overall storage cost in 
DCs also encompasses preservation and opera-
tional expenses.

In Fig. 4(a), we provide a comparative analy-
sis of operational costs between DCs employing 
DNA storage and traditional DCs for storing 1 ZB 
of data. It can be seen that despite the extremely 
high cost of DNA molecule synthesis, the subse-
quent maintenance cost is very low as the DNA 
molecules require little operation and mainte-
nance after encapsulation. The total cost will be 
lower than HDD-based DCs after 72 years of 
operation and lower than tape-based DCs after 
122 years of operation. This is because tapes 
need to be rewritten and read every 15-30 years, 
while HDDs have drawbacks such as high energy 
consumption and the need to dissipate heat. 
For in-vehicle data, DCs combined with DNA 

FIGURE 4. Effectiveness of DCs incorporating DNA storage vs. traditional DCs. a) shows the trend of operating costs for storing 1ZB of 
data under different DCs, where the storage ratio of DCs incorporating DNA storage is 70% DNA storage, 15% HHD storage, and 
15% SSD storage, and the storage ratio of storage centers based on tape libraries is 60% tape storage, 25% HHD storage, and 15% 
SSD storage; and the storage ratio of HDD-based storage centers is 85% HHD and 15% SSD storage. The operating cost per unit 
time is estimated based on the adjustment of [8]. b) shows the performance comparison between DNA storage and its main alter-
native storage medium, the tape library.
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storage are expected to reduce the operational 
cost of long-term storage. Moreover, the costs 
associated with DNA data storage and synthesis 
are on a declining trend. In 2016, the Genome 
Project-write (GP-write) program was announced, 
which aims to dramatically reduce the cost of 
DNA synthesis [10].

energy consumPtIon
DCs incorporating DNA storage have a huge 
energy consumption advantage over traditional 
DCs. Recent energy statistics show that the DC 
industry accounts for 1.3% of the world’s electricity 
consumption [11]. The annual energy consump-
tion of global DCs is estimated to be more than 
20.5 billion kWh in 2018 [12], and storage devices 
in some DCs consume 20-30% of the energy. 
The power consumption of DNA storage will be 
reduced by 5 orders of magnitude compared to 
traditional storage media 4b, which will significantly 
reduce the energy consumption of DCs. On one 
hand, this is because DNA storage can be stored 
at room temperature, which requires almost no 
power consumption; on the other hand, DNA stor-
age does not require the use of a cooling system, 
however, in traditional DCs, about 38% of the 
power is used for cooling systems.

1) Storage Lifetime: DNA has an extremely 
long shelf life, compared to tape libraries where 
information is stored on two-dimensional (2D) 
substrates that need to be rewritten every 15 to 
30 years to prevent data loss. DNA can be encap-
sulated and effectively stored for more than 500 
years. This is at least 100 times the storage time of 
current tape libraries. In addition, a new storage 
scheme has been proposed, ensuring that DNA 
stored at 9.4 degrees Celsius remains readable for 
up to 20,000 years [13].

2) Storage Density: State-of-the-art tape librar-
ies have an information density of about 1.8 × 
10−4 PB/cm3. In contrast, DNA storage boasts an 
impressive information density of up to 295 PB/g 
[13]. This indicates that DNA storage can achieve 
information densities approximately 100,000 
times greater than those of tape libraries.

3) Read-Write Speed: The read and write 
speeds of DNA storage are currently significant 
drawbacks. Compared to tape libraries, which are 
often used for cold data storage, the write speed 
of DNA storage is merely around 1 MB/s [7], 
making it roughly 100 orders of magnitude slower 
than magnetic tapes.

This situation is expected to improve with the 
further development of chip synthesis, which is 
currently state-of-the-art at 25 * 106 sequences 
per square centimeter [7]. Benefiting from 
the development of high-throughput sequenc-
ing technology, currently based on the latest 
high-throughput sequencing technology has been 
able to do 72 Tb single run throughput, i.e., theo-
retically read 0.29 MB/s, compared with the 400 
MB/s of magnetic tape there is still a big gap. It 
should be noted that DNA storage can also be 

based on some of the characteristics of the DNA 
molecule to operate, and then realizing the func-
tion of the traditional storage media is difficult to 
do. For example, PCR amplification of DNA mol-
ecules can quickly store multiple copies of the 
information. The DNA molecule after copying has 
a very high bandwidth for data transmission based 
on the form of transportation due to its extremely 
small size and easy transportation. In addition, 
the design of primers based on two different seg-
ments of the DNA sequence allows for random 
reading of stored information, which is an unparal-
leled advantage over tape libraries, the most likely 
alternative medium for DNA storage.

chAllenges And solutIons
Although DNA storage is expected to be inte-
grated into DCs and for storing in-vehicle data to 
address existing limitations, however, it still faces 
the following difficulties and challenges before it 
can be widely implemented:
• Difficulties in DNA Synthesis: DNA synthe-

sis remains a significant bottleneck hindering 
the widespread adoption of DNA storage. 
On the one hand, the synthesis flux of DNA 
is low, and the length of each sequence is 
limited, resulting in lower information stor-
age speeds compared to existing storage 
media. On the other hand, the cost of DNA 
synthesis is prohibitively high compared to 
reusable mechanical hard disks and other 
storage media. Although DNA synthesis 
technology based on array synthesis offers 
higher synthesis density, advancements are 
needed to enhance DNA synthesis through-
put and reduce costs.

• Lack of Source Coding Solutions for DNA 
Storage: Unlike traditional storage media, 
which mainly face erasure errors, DNA stor-
age can suffer from synchronization errors 
such as deletions and additions, significantly 
affecting information retrieval. While error 
correction algorithms exist for synchroni-
zation issues in DNA storage, there is a 
notable lack of source coding algorithms 
specifically designed for it. Consequently, 
in current storage systems, a single unrecov-
ered synchronization error in a file can lead 
to the failure of the entire file retrieval pro-
cess, which is unacceptable, especially for 
onboard data applications. Thus, there is an 
urgent need for source coding algorithms 
capable of mitigating synchronization errors, 
particularly for onboard data formats specifi-
cally designed for DNA storage.

• Lack of Uniform Standards: The integra-
tion of DNA storage into DCs faces chal-
lenges due to the absence of standardized 
regulations. Specifically, the phosphoramid-
ite-based chemical synthesis used in DNA 
synthesis involves toxic reagents, raising sig-
nificant safety and environmental concerns. 
Consequently, establishing unified standards 
is crucial for the safe and effective imple-
mentation of DNA storage in DCs.

• Difficulties in Random Reading: Anoth-
er challenge for DCs incorporating DNA 
storage technology is the random read-
ing of files. Since current DNA sequenc-
ing based on next-generation sequencing 

DCs employing DNA storage offer distinct advantages, including low energy consumption, extended 
storage lifespan, and reduced operation and maintenance costs, making them more suitable for storing 

cold data compared to traditional DCs.
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technologies cannot sequence in real time, 
it is not possible to read the specified files. 
Although molecular sequencing technology 
can achieve real-time reads, the reads still 
need to be read in the order of the DNA 
sequence. It is still difficult to read specific 
regions of the DNA sequence. Achieving 
random reads for DNA storage will facili-
tate the introduction of DNA storage into 
the DC. Currently, there are some algo-
rithm-based approaches to achieve random 
reads for DNA storage [14], but it is still a 
challenge to achieve data reads under large-
scale DNA storage.

conclusIon
Traditional DCs face increasing challenges in stor-
ing in-vehicle data due to the predominance of 
cold data and the proliferation of automated driv-
ing, which generates an overwhelming amount of 
data. DCs employing DNA storage offer distinct 
advantages, including low energy consumption, 
extended storage lifespan, and reduced operation 
and maintenance costs, making them more suit-
able for storing cold data compared to traditional 
DCs. While the integration of DNA storage into 
DCs is not yet widespread, it can already fulfill 
the entire storage process. The primary remaining 
challenges lie in cost reduction and throughput 
improvement. It is predicted that the cost of 
DNA synthesis will halve approximately every 30 
months, based on trends observed over the past 
two decades [15]. This suggests that DNA storage 
is poised to become a pivotal storage medium for 
DCs in the future, particularly in storing in-vehicle 
data for the rapidly advancing field of Telematics.
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